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Abstract
This manuscript introduces BITTSy, the Behavioral Infant & Toddler Testing System. This software system is capable of
running the headturn preference procedure, preferential looking, conditioned headturn, and visual fixation/habituation proce-
dures. It uses only commercial-off-theshelf (COTS) hardware to implement the procedures in an affordable and space-efficient
setup. The software package, example protocols and data sets, and manual are freely available and downloadable from
go.umd.edu/BITTSy, making this entire set of procedures available to resource-limited labs. Researchers can easily use
BITTSy at multiple sites in a uniform manner, resulting in a standardized, powerful research tool that can enhance cross-site
research collaborations.
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Infancy is a crucial time for cognitive and linguistic
development; even before infants and toddlers can say
their first words, they are forming the skills that will
serve as a foundation for their subsequent development
(Panneton & Newman, 2012). Recent years have seen a
growing appreciation of the importance of studying in-
fants’ early cognitive and linguistic abilities, particularly
because infants’ early skills have been found to be pre-
dictive of later developmental outcomes (e.g., Junge
et al., 2012; Kooijman et al., 2013; Kuhl et al., 2005;

Newman et al., 2016; Salley et al., 2013; Singh et al.,
2012). Within this time frame, infant researchers have
also identified a variety of technological barriers associ-
ated with the development and implementation of infant
testing paradigms. We provide the only software system
designed to run all of the major infant paradigms used
for testing language, allowing for further groundbreak-
ing discoveries about infants’ developing linguistic and
cognitive systems.

Much of the research examining infants’ abilities re-
lies on experimental paradigms that track infants’ atten-
tion or visual gaze. These simple behavioral responses
can reveal what infants know or have learned about the
world around them. For example, the headturn preference
procedure (HPP) (Colombo & Bundy, 1981; Fernald,
1985) and the visual fixation/habituation procedure
(Leslie, 1984) use infants’ natural tendency to maintain
visual orientation towards an attended sound source to
assess what infants have already learned about their lan-
guage(s) or what they are able to learn in the laboratory.
The conditioned headturn (also referred to as visually
reinforced infant speech discrimination; Eilers et al.,
1977, or as operant headturn; Kuhl, 1985) trains infants
to look at a reinforcer when they hear a particular type of
sound. Additionally, the preferential looking (Golinkoff
et al., 1987; Golinkoff et al., 2013) and looking-while-
listening (Fernald et al., 2008) paradigms measure
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infants’ and toddlers’ understanding of spoken language
by comparing the amount of time the infant spends
looking to a target versus a competing object (Spelke,
1979) (e.g., when they hear “Do you see the kitty?”,
whether they look longer at a cat than a dog). All of
these approaches fundamentally rely on similar behaviors
from an infant or toddler: the child’s tendency to look
towards, or attend to, particular items in the world. (For
a comparison of such paradigms, see Johnson &
Zamuner, 2010; Junge et al., 2020).

Studies using these paradigms have taught us much about
what infants and toddlers recognize and understand about the
speech input they experience. For example, such studies have
shown that infants generally listen longer to items that are
familiar in their auditory environment, including their own
name (Mandel et al., 1995), their native language (Nazzi
et al., 2000), and speech in an infant-directed speaking style
(Cooper et al., 1997; Fernald & Kuhl, 1987; Werker &
McLeod, 1989), implying that infants are regularly attending
to and picking up on patterns in what they hear. These para-
digms have been used to demonstrate both knowledge ac-
quired in the home (as in early word recognition; Bergelson
& Swingley, 2012; Tincoff & Jusczyk, 1999) and the ability to
learn new information within the lab setting (Saffran et al.,
1996; Werker et al., 1998). In short, these paradigms enable
researchers to uncover essential knowledge for our under-
standing of infant and toddler language development.

The discoveries and advances from these behavioral/
experimental paradigms are especially notable given the dif-
ficulties in using them. One major limitation for researchers is
that these paradigms are supported by separate tools—each
with its own independent update timelines, relying on differ-
ent platforms/operating systems and, in some cases, using
obsolete technology (i.e., software or equipment that is not
compatible with current operating systems). This major limi-
tation can pose problems for researchers looking to make use
of these paradigms in new ways, or using multiple paradigms
in combination with one another, as well as for new labs just
starting up. It also limits cross-site collaborations and replica-
tions, as further described below. To address these problems,
the current paper describes a new software program that can
run all of these major infant testing paradigms using off-the-
shelf hardware that can be easily set up by new and established
labs around the world.

Limitations with current systems

Specialized hardware and systems with limited scope create
significant constraints for the conditioned headturn procedure
and the HPP, among others. As an example of a hardware
constraint, HPP relies on flashing lights as attention-getters,
as well as real-time input from a researcher—this generally

necessitates having a physical connection between the com-
puter running the test sessions and the test booth or lights, as
well as needing an input panel or button box which re-
searchers use to indicate the direction in which infants orient.
Conditioned headturn has similar hardware limitations, as it
relies on both a physical toy as a reinforcer and real-time input.
There has been no readily available, off-the-shelf testing sys-
tem for either of these paradigms, and so most laboratories
using HPP or conditioned headturn have employed their
own programmer and electrical engineering consultants to
build a custom-designed system, often with little documenta-
tion. This has restricted the use of these approaches to those
individuals with substantial funding and technical resources,
and has reduced the likelihood of new researchers
implementing the methodology, or of the methodology being
used in lower-resourced institutions. It has also led to a lack of
standardization, increasing the difficulty of cross-site collabo-
rative research. This in turn has limited comparisons across
populations located in distinct geographical areas (e.g., work
comparing infants with different types of community lan-
guage exposure), and may be a contributing factor to current
concerns about replicability in the field (see, for example, The
ManyBabies Consortium, 2020).

In addition, the specialized nature of software pro-
grams and hardware designed to implement different
infant paradigms has led many labs to rely on a single,
specific methodological approach, and thus to a frag-
mentation of methodological approaches across the field.
The fact that most systems used in laboratories are able
to run only one of these methods has hampered at-
tempts to use convergent methods to address the same
question. Laboratories that want to use a range of meth-
odologies often need to set up separate testing systems
for use with different methods. As an example, one of
our labs previously had one room set up for HPP stud-
ies, and a second room for preferential looking studies,
with different software and hardware in each. This has
constrained labs with less physical space to specialize in
a particular technique, and has limited the design of
methodologies that combine multiple approaches (see
also Hollich, 2006).

These specialized systems have also led to particular diffi-
culties for early-career researchers, many of whom were
trained in laboratories running paradigms using older hard-
ware or software that is no longer easily available. These re-
searchers have found themselves needing to shift away from
well-established, traditional methods, such as HPP, because
they are unable to set up such a system when they start their
own laboratory. These early-career researchers frequently face
delays setting up an independent research program, as they
have to simultaneously learn a new method or shift to a dif-
ferent age of participants. Similar issues are faced by smaller
laboratories with limited financial support, including
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laboratories in undergraduate-only institutions and in coun-
tries with less funding for behavioral research.

The solution: BITTSy

This is the first publication describing BITTSy (Behavioral
Infant & Toddler Testing System), a newly developed soft-
ware system designed to run multiple infant paradigms.
BITTSy is free and downloadable, and is capable of running
HPP, preferential looking, conditioned headturn, and visual
fixation/habituation procedures, all with the same setup (see
Figs. 1 and 2). BITTSy uses only commercial-off-the-shelf
(COTS) hardware. Moreover, it comes with example proto-
cols and data sets for each of these infant paradigms, making it
easy to start testing infants in a new lab.

We designed BITTSy to be a complete, multi-paradigm
infant experimental testing platform that can be easily set up
with minimal technological experience; it requires no engi-
neering design or development time. BITTSy is highly cost-
effective and interfaces with standard, easily accessible off-
the-shelf hardware. Experiments in BITTSy are created
through highly customizable protocol files, allowing it to run
a variety of infant testing protocols using the same standard
design tools, while also being flexible enough to allow for the
development of new testing approaches. BITTSy's easy setup
facilitates consistency at multiple sites in a uniform manner,
establishing a standardized research tool that will enhance the
feasibility of cross-site research collaborations. The multi-

paradigm design makes BITTSy an ideal program for re-
searchers building a new lab, since the same hardware and
software can run multiple protocols in a single space.
BITTSy is thus an immediately available and incredibly pow-
erful system for behavioral testing with infants and toddlers.
Our hope is that this new system will (1) open the use of
behavioral infant testing paradigms to early career researchers
and smaller laboratories with limited financial support, includ-
ing laboratories in undergraduate-only institutions and in
countries with less financial support for behavioral research;
(2) promote multi-researcher and multi-site collaborations,
allowing for collaborative testing of low-incidence popula-
tions or populations located in different geographical regions;
(3) facilitate growth in our knowledge of early language de-
velopment across a broader range of populations with differ-
ent socioeconomic, cultural, and linguistic characteristics; and
(4) encourage creative combinations of existing paradigms to
address new questions.

BITTSy has a great deal of flexibility in terms of how
researchers can structure an experiment. It allows researchers
to use flashing lights, digital images, or videos as attention-
getters, to present stimuli on any given trial that are either
audio-only, visual-only, or audio-visual, and to use video im-
ages or plug-in standard devices (such as disco lights) as
reinforcers/rewards (e.g., for conditioned headturn).
Researchers can fully determine which stimuli to present on
which trials, whether trials are repeated, and whether stimuli
are presented in a fixed order, randomized within blocks, or
fully randomized. They can set the relative timing of all

Fig. 1 A graphic display of a single BITTSy setup that would allow for implementing all of the main infant testing paradigms. Not shown is a video
camera for recording test sessions
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presentation events, and set up multiple phases, or sections,
within an experiment. Researchers can specify whether indi-
vidual stimuli, trials, and experimental phases continue for
fixed amounts of time or continue until the child reaches a
particular looking/listening criterion (such as in habituation).
Researchers can code infant looking during testing, or offline
from recordings; and if coding is done during testing, the
results of that coding can influence, in real time, the next steps
of the procedure. The full details of all of the options and
numerous example BITTSy protocol script files are provided
in an online user manual available at go.umd.edu/BITTSy.

The only required component for BITTSy is a PC running
Windows 10. All other components (monitors, lights,
speakers) may or may not be needed, depending on the type
of study being run. The sections below discuss the primary
functions within BITTSy, and how the software solves the
paradigm limitations described above.

Presenting visual stimuli

All infant testing procedures have some means of attracting
the infant's attention, usually via a visual and/or auditory at-
tention-getter. For example, HPP uses infants’ natural tenden-
cy to maintain visual orientation towards an attended sound
source to test their ability to recognize familiar stimuli or as-
pects of their native language. One of the primary ways that
the classic HPP differs from other procedures is in its use of
flashing lights to direct infants’ attention, rather than images
on video monitors. Most researchers who use this method
have testing rooms with lights that are hardwired to the com-
puter via some form of timing board; this requirement for
specialized wiring has made the paradigm difficult to set up

for labs without engineering and technical support staff.
Indeed, HPP has historically required individual labs to em-
ploy their own programmer and electrical engineering consul-
tants to build the testing system. Conditioned headturn, with
its use of a toy as a reinforcer, poses similar problems. This
level of necessary support staff has limited the paradigm to
only those labs with substantial funding and technical re-
sources, and reduces the likelihood of new researchers
employing this methodology. Moreover, even those labs with
the resources to set up HPP have often been forced to continue
to rely on outdated hardware, or have been unable to innovate
or vary the structure of their experiments created by their
single-purpose custom software. Differences in the capabili-
ties and specifications of custom systems across labs have led
to a lack of standardization and make cross-site collaboration
very difficult. BITTSy avoids this problem by relying on a
lighting system called DMX; DMX is an industry standard
for digital communication networks that are used to control
stage lighting, electronic billboards, Christmas light displays,
etc. Because it is an industry standard, there are many different
examples available on the market, making this approach both
inexpensive and likely to remain current and available. The
DMX control system replaces the specialized wiring, electri-
cal engineering consultants, and custom software that required
substantial funding and technical resources and limited re-
searchers' access to these essential infant testing procedures.

A DMX system typically involves two small pieces of equip-
ment: a USB interface box that connects (via USB) to the com-
puter, and a dimmer pack that looks somewhat like a power strip.
The two are connected via an XLR cable. The DMX system
accepts commands from the interface box and uses them to turn
on and off standard power outlets (see Fig. 3). There are a variety
of interface boxes and dimmer packs on the market that can be

Fig. 2 A typical BITTSy setup. (The wide-angle camera lens makes the
booth look curved, but it is actually a square with three walls and an open
back.) The front panel has a large screen that can be used for central
fixation or preferential looking studies; there are doors to the side that
can close and cover the central monitor when not in use. Just under the
monitor is a camera, and below that a central light, used for HPP studies.
The two side panels (slightly distorted because of the use of a fisheye
camera) each have a small monitor (for conducting HPP studies with
video images) and a light (for standard HPP) mounted at the height of

an infant’s head while seated on his/her parent’s lap. The setup also
requires a monitor for the researcher to view the video feed from the
camcorder recording the infant. The researcher’s monitor can be located
behind the booth or in an adjacent room. This particular setup could also
run conditioned headturn studies with a video reinforcer, but is not set up
for versions with a light-up toy reinforcer; the only addition required
would be the reinforcer itself and the materials to incorporate it into the
booth.

Behav Res

http://go.umd.edu/BITTSy


used with BITTSy. With this combination of off-the-shelf hard-
ware devices, BITTSy can send signals to any kind of device that
can be plugged into a standard outlet. While we use BITTSy to
make nightlight bulbs flash on and off, BITTSy could theoreti-
cally be used with any other powered device. For example, it can
control small toys such as those used in conditioned headturn
experiments.1 Because most DMX boxes have two plugs per
channel, two devices could be turned on with a single command
(e.g., a plug-in toy plus a light that illuminates it). The two de-
vices plus lights and cables that we use cost approximately
US$200.

In addition to controlling lights, BITTSy can control mul-
tiple computer monitors—as many monitors as the computer
running the system (and its video card) can support. While
some infant testing methods rely on a single central monitor
in front of the child (e.g., visual fixation, preferential looking),
BITTSy’s ability to control four monitors (the monitor from
which the researcher controls the experiment and three others)
also allows researchers to run an HPP using videos or images
(presented on monitors to the left, center, and right sides of the
room) rather than lights as the attention-getters. BITTSy le-
verages the Microsoft .NET Framework for image presenta-
tion, so it can present any kind of media file for which a
Windows codec exists; this includes both still images (.jpg,
.png, and .gif) and videos (.wmv and .mp4). By varying the
complexity level of the images or movies, the paradigm can be
adapted to participants across a range of ages (children older
than a year are unlikely to be captivated by flashing lights in
the same way as young infants). This approach can be used to
present images as a reward for behavior (as in conditioned
headturn studies and conditioned play audiometry), or to

present images or videos as a part of the primary stimuli (as
in preferential looking and visual fixation paradigms).

Presenting auditory stimuli

BITTSy can present sounds to as many speakers and audio
channels as are present on the computer’s sound card—
including both stereo and surround sound. It can thus be used
to present audio from multiple locations around a room. As
with video, BITTSy can play multiple file types, currently
supporting .wav and .mp3. For studies where complete
audio-visual synchrony is required, we recommend integrat-
ing the audio as part of a movie file rather than as a separate
sound file.

General study design

Stimuli in BITTSy can be presented in a set order, or can
be selected randomly, either with or without replacement.
Stimuli can also be selected based on hierarchical sets,
with randomization occurring within sets. As an example,
a study could include pictures of VEHICLES (including
cars and planes) as well as ANIMALS (including cats and
dogs), with multiple exemplars from each subcategory;
BITTSy could be instructed to select one of the two su-
perordinate categories randomly (e.g., ANIMALS), and
then to randomly select a subcategory within that (e.g.,
dogs), and then to order the presentations of each exem-
plar before moving on to the other subcategory (cat) or
the other superordinate category. There is theoretically no
limit to the number of nesting levels you can use, al-
though even our most complex designs have not needed
more than four.

Experiments run using BITTSy can be hierarchically struc-
tured. An experiment can be subdivided into phases, or sec-
tions of a study, each of which can be made up of multiple
blocks, and each block made up of multiple trials (and each
trial can consist of multiple steps). For example, many studies
with infants and toddlers involve a familiarization or training
phase followed by a test phase; in BITTSy, these different
phases can be entirely different in the types of stimuli, number
of trials, methods, and timing aspects they employ. Indeed,
because BITTSy can run multiple paradigms, it is possible to
have the different phases each be typical of a different type of
classic behavioral study (e.g., familiarizing infants via a visual
habituation paradigm, but then testing using the HPP; see
Hollich, 2006). This allows for a wide range of hybrid proce-
dures, enabling researchers to ask questions that could not
previously be addressed.

Fig. 3 An example DMX box (left) and dimmer switch (right)

1 The original conditioned headturn procedure used an animatronic toy mon-
keywith cymbals that was lit up when it turned on. Since most modern toys are
battery-operated, rather than plug-in, we have not found a comparable toy to
exactly replicate the original studies. For this reason, we recommend using a
different reinforcer than in the original studies: either short video clips present-
ed over video monitors or a fun plug-in device such as a colorful disco light or
a fanwith streamers attached. That said, if you can find, or make, a toymonkey
with cymbals that plugs into an outlet, BITTSy could control it appropriately.
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Timing

BITTSy has a great deal of flexibility in terms of timing of
events and how items are presented. Stimuli can be played for
a set amount of time, until a particular event happens, such as
the child looking away or a stimulus ending, or until a partic-
ular criterion is reached, such as the child reaching a preset
criterion for looking time or for habituation. These criteria can
also be combined. For example, a researcher can prepare a
protocol file to play a stimulus until either the child looks
away for 2 seconds or 30 seconds has elapsed, whichever
comes first.

Protocol files

BITTSy works on the basis of “protocol files,” plain text files
that serve as a series of commands and specifications for the
makeup of a study; these are essentially instruction sets for
how to run a particular experiment or experimental session.
The protocol file instructs the program onwhat stimuli to play,
when to play them, how many trials should occur, how they
should be randomized, etc. The order of commands has a
certain expected structure, but they can be selected, combined,
and ordered to create variations on HPP, preferential looking,
visual fixation studies, and more. No previous expertise in
programming languages is required to manipulate and create
these protocol files; the files use a very simple and intuitive
syntax that can be easily modified with very little experience,
and all syntax terms are defined in the manual. Since these
protocol files are simply text files, they can be easily shared
across laboratories, allowing the same program to be run
across sites. This allows for easy collaboration across testing
sites; the only changes a new site would need to make is to
correct the file paths (e.g., for the stimulus locations or output
files on their computer). Moreover, once a protocol file for a
study is created, it can be used as a template to create different
variations of the study.

When running BITTSy, a researcher first loads a protocol
file (see Fig. 4); BITTSy then checks the protocol file to en-
sure that the sound and video files required by the protocol are
available and in their expected locations, that there are no
typographical errors, and that the hardware is on and ready
for use. The researcher then enters additional information
about the specific session: the participant identifier and date
of birth, the person running the session, and any additional
notes that might be desired. BITTSy stores this information as
part of the permanent data record, along with the date and
time, the version of the program that was used, and the name
and path of the protocol file.

BITTSy comes with sample protocol files for a number of
standard study procedures, most modeled after published
studies, which can be used as the basis for other experiments.

Once a template has been created for an experiment, it is very
easy to modify by exchanging the file names (e.g., for stimu-
lus files), reordering stimuli in groups, changing the restric-
tions on how items are chosen, etc. Moreover, the protocol
files have been designed to be highly intuitive—even a novice
student researcher should be able to read a protocol file and
understand what is happening at each point in the experiment.
As one example, Fig. 5 shows the text of a protocol for an
experiment which plays one randomly selected video at a time
from a set of 20 videos. Each trial begins with an attention-
getter video, which plays until the researcher presses the “C”
key (to indicate the child is looking at the center monitor).
Then that video is turned off, and the actual test trial starts; a
new video is selected at random from a group of videos (re-
ferred to as “trial_videos,” which were set up earlier in the
protocol), and this video plays on the center display one time,
until it ends. This entire process repeats for a total of 20 test
trials (by looping back from step 7 to step 2 an additional 19
times). This could be a word recognition experiment if each
video contained an image of an object paired with an auditory
label. The intuitiveness of the sample protocols makes
BITTSy a good choice for researchers who want a ready-to-
go system and do not want to have to learn a new coding
language to create experiments. But for those who want abso-
lute control, BITTSy’s detailed protocol files allow for com-
plete customization and more detailed data output than any
other infant system available.

Coding

Experiments can be run with fixed trial lengths, in which case
the researcher does not need to code behavior in real time.
However, studies that involve habituation, or studies where
trial length depends on infant behavior, require live coding of
the infants’ behavior. BITTSy uses a standard keyboard for
input; the researcher presses one key for looking towards a
stimulus location (center, left, right), and another key to indi-
cate that the child looked away. Which keys are used can be
set by the researcher in advance; we recommend that the same
keys be used consistently throughout the lab, but this is entire-
ly at the user’s discretion. BITTSy also allows the researcher
to set criteria for the “minimum” duration for a look, as well as
a minimum look away duration; these two parameters essen-
tially set what the program considers as a single “look.”

Timing reliability

In order to assess the timing of BITTSy, we conducted a series
of tests, measuring the time between a researcher’s key press
on a keyboard indicating that a light should turn on and the
actual turning on of that light, as measured using an optical
sensor. The exact timing of the key press was measured via a
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microphone that picked up the click on the keyboard; both this
and the output from the optical sensor were displayed on an
oscilloscope to determine the time between them. Note that
this test includes (1) the time required for the computer to
register that a key press has taken place; (2) the time required
for BITTSy to identify the event and initiate the subsequent
response; and (3) the time for the light itself (here, an incan-
descent nightlight) to turn on sufficiently for the optical sensor
to register it. This test was conducted over a series of 50
attempts; the time lag ranged from 36 to 156 ms, with an
average of 61.5 ms (standard deviation 20.6 ms). All but five
of the tests came in between 40 and 80 ms, suggesting that the
general range of timing is likely to be within that range. Note,
however, that this may be dependent on the particular

keyboard selected, as some may have greater sensitivity than
others. It will also depend on the experimenter, and their mo-
tor movements in pressing the key. Additionally, the range of
timing could vary slightly from one computer to another, de-
pending on things like RAM, CPU, and/or background pro-
cesses running on the machine.

In general, the range of timing required for BITTSy pro-
cesses is quite small relative to the types of events being mea-
sured (e.g., the time required for an infant to turn his/her head).
However, it can vary slightly across different stimulus types;
in most cases this is not perceptible, but for testing where
audiovisual synchrony is critical, we recommend incorporat-
ing audio files into a movie file, rather than using separate
audio and video files.

Data and session logs

BITTSy creates a detailed log file of all events that occur
within a session. This means that all events are logged,
allowing full access to data, and a high degree of flexibility
for creating new reports or for designing new ways to analyze
the data. A second program, the reporting module, then takes
information from the log file and summarizes it in amore user-
friendly manner, ready to be used in data analysis programs
(see Fig. 6). These summaries can be done over individual
files (to obtain information about a particular subject’s behav-
ior) or over sets of files (to obtain summary information about
all of the participants in a study). We have tried to anticipate
common summary information that might be desired, but ad-
ditional summary analyses and custom reports can be created
from the detailed log file at any time. For example, one of our
studies plays a series of different videos in sequence on each

Fig. 4 BITTSy interface

STEP 1
Phase Test Start
STEP 2
VIDEO CENTER attentiongetter LOOP
UNTIL KEY C
STEP 3
VIDEO CENTER OFF
STEP 4
Trial Start
STEP 5
LET vid = (TAKE trial_videos RANDOM)
VIDEO CENTER vid ONCE
UNTIL FINISHED
STEP 6
Trial End
VIDEO CENTER OFF
STEP 7
LOOP STEP 2
UNTIL 19 TIMES
STEP 8
Phase End

Fig. 5 Text from a protocol for a word recognition preferential looking
experiment in BITTSy
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trial; since the built-in reporting tracks looking to individual
stimuli, we created a custom report that measures the looking
across all of the stimuli in a single trial.

Technical support, maintenance,
and enhancement

The BITTSy software is freely available for download.
BITTSy comes with a complete manual, several test protocols
to ensure the system is set up and running properly, and a
variety of example study protocols and data sets (including
ones for each of the primary infant testing paradigms), all
available at go.umd.edu/BITTSy. There is also a series of
troubleshooting FAQ pages, a Slack channel where users
can communicate with one another (to ask questions, discuss
best practices, etc.), and a webform for submitting support
requests for functional extensions. The code is being main-
tained by the primary researchers in order to ensure consisten-
cy, and new versions will be shared with the community in the
form of a version update. The code for the reporting module is
also available online for individuals who wish to make mod-
ifications for additional reports; the website has a place where
users can submit such new analysis codes for inclusion in a
library in order to support data and procedure sharing.

Extended uses

The flexibility inherent in BITTSy also allows for the devel-
opment of a wide array of extended uses. For example, while

BITTSy was intended for testing infants and toddlers, we have
also used it with both adults and dogs (see Fig. 7). The use of
the DMX system for controlling lights means that it can run
virtually any powered device; thus, it could be used in human
olfaction research by plugging in scent diffusers or olfactom-
eters. The variant of HPP using side monitors allows for test-
ing of manual languages in approaches similar to aural ones
(Kulsar et al., 2012), and the fact that the same software can
run multiple paradigms allows for the use of creative combi-
nations of tasks to examine interactions across skills (Hollich,
2006).

Comparisons across systems

In this section, we compare BITTSy with two other readily
available infant testing solutions: HABIT2 and PyHab. Like
BITTSy, HABIT2 (Oakes et al., 2019) is a freely available
software package designed specifically for testing infants.
Both HABIT2 and BITTSy can present video and audio stim-
uli over (at least) three monitors and record button presses
from a human observer to indicate child looking behavior;
and both allow for a wide variety of experimental choices
regarding how stimuli are presented and randomized, timing
and termination conditions, how the study is divided into
phases, and how looks are defined. Both programs allow users
to edit existing study designs, and come with a number of
templates to allow a new user to begin testing quickly.
HABIT2 relies on a press/release system for coding such that
the experimenter uses preset keyboard keys to press and hold
for looking and then release when the child looks away.

Fig. 6 BITTSy reporting module interface

Behav Res



BITTSy relies on separate keys (of the researcher’s choosing)
for looking towards and away, but both use a standard key-
board for coding.

HABIT2 has several advantages. For example, (1) it can be
run on both Mac and Windows systems, making it more flex-
ible in terms of hardware use than BITTSy; (2) it uses a
graphical user interface (GUI), potentially making it more
user-friendly, particularly for novice users; and (3) it creates
workspaces, which keep all of the settings, results, and log
files from a particular set of studies together, and separate
from those of other studies, potentially aiding in organization.
HABIT2 can also be used without stimuli for reliability cod-
ing; BITTSy likewise has a sample protocol for this purpose,
although it does require setting the trial duration (to match that
of the original study) in advance.

However, unlike BITTSy, HABIT was designed pri-
marily for habituation/visual fixation procedures. While
it can also run preferential looking paradigms, it has no
mechanism for running HPP or conditioned headturn.
Thus BITTSy has an advantage in being able to run all
of the paradigms that HABIT can run, plus conditioned
headturn and HPP-based studies. Moreover, because
HABIT has a set of fixed design choices (e.g., one mon-
itor or three monitors), BITTSy allows for more flexibil-
ity in designing new types of experimental protocols.
However, since HABIT2 is a rewrite of a powerful prior
package (HABIT), it has the advantage of being widely
known and used in the field, and thus researchers might
consider it a better choice if they are focusing solely on
habituation studies.

Fig. 7 BITTSy can be used with a variety of different participants; we have used it with human participants from 4 to 24 months of age, as well as with
human adults and dogs

Table 1 Comparison of BITTSy, HABIT2, and PyHab

BITTSy HABIT2 PyHab

Can run habituation experiments Yes Yes Yes

Can run preferential
looking/looking-while-listening experiments

Yes Yes Yes

Can run HPP experiments Yes No Limited to monitors

Can run conditioned headturn experiments Yes No No

Number of monitors (not including
experimenter’s)

As many as the video card
supports (but most current paradigms
use 0, 1, or 3)

1 or 3 1 or 3

Includes prepackaged experiments Yes Yes Yes

Has GUI interface for running experiments Yes Yes Yes

Has GUI interface for building experiments No, but comes with protocols that are
easy to modify

Yes Yes (Can be done via GUI or through
programming)

Operating system Windows 10 Windows 7/10 and
Mac OS

Windows, macOS or Linux

Freely available Yes Yes Yes

Open source Only analysis program No Yes
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PyHab (Kominsky, 2019) is an open source program de-
signed for conducting looking-time-based studies with in-
fants. It works with PsychoPy (Pierce, 2007), and can run
studies using one (visual fixation), two (preferential looking),
or three (HPP) monitors. Like HABIT, it uses a press/release
system for coding, and has a GUI interface for basic experi-
mental designs, although its real strength comes from the abil-
ity to modify the programs in Python. The GUI interface is
quite user-friendly, with drag-and-drop experiment
components.

Advantages of PyHab include the fact that it is
multiplatform, running on Windows, Mac, and Linux sys-
tems, and is easily modifiable by anyone who already knows
Python. Moreover, PyHab stores all files needed for an exper-
iment (the protocol, data, stimuli, program launcher, etc.) in
self-contained experiment folders, making it easy to share
studies and contribute them to open-source repositories. As
the author notes, “the capabilities of Habit and PyHab are very
similar” (p.118), with a primary difference being the open-
source nature of the latter. However, PyHab cannot control
lights, and thus cannot be used for classic HPP studies, or
for conditioned headturn studies. Moreover, while PyHab’s
interface is highly intuitive for basic behavioral/experimental
paradigms, studies involving more complicated or innovative
experimental designs require programming in Python, which
might be a barrier for experimenters with little to no experi-
ence with Python programming.

Below we summarize this comparative information in
Table 1.

Summary

In summary, we designed BITTSy to be an eminently
flexible system, capable of replicating many current infant
and child testing paradigms, while maintaining ease of use
and setup. It uses only off-the-shelf hardware, and yet can
be used to conduct a wide range of study designs. For
stimulus presentation, it can turn lights and other electron-
ic devices on and off, and can present any combination of
static images, dynamic movies, and sound files, across
multiple video screens and speakers. The software is free
and downloadable at go.umd.edu/BITTSy, with a clear
manual, setup guide, and support group. BITTSy is thus
an incredibly powerful behavioral testing system ready for
researchers to use as they seek further groundbreaking
discoveries about infants’ developing linguistic and cog-
nitive systems.
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